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Abstract: With the emergence of the metaverse, the popularity of augmented reality (AR) is increasing;
accessing concise, accurate, and precise information in this field is becoming challenging on the world
wide web. In regard to accessing the right information through search engines, semantic information
retrieval via a semantic analysis delivers more relevant information pertaining to the user’s query.
However, there is insufficient research on developing semantic information retrieval methods in the
AR domain that ranks and clusters AR-based search results in a fair fashion. This paper develops
an AR search engine that automatically organizes, understands, searches, and summarizes web
documents to enhance the relevancy scores in AR domains. The engine enables users to organize
and manage relevant AR documents in various AR concepts and efficiently discover more accurate
results in terms of relevancy in the AR field. First, we propose an AR ontology for clustering AR
documents into AR topics and concepts. Second, we developed an ontology-based clustering method
using the k-means clustering algorithm, vector space model, and term frequency-inverse document
frequency (TF-IDF) weighting model with ontology to explore and cluster the AR documents. Third,
an experiment was designed to evaluate the proposed AR search engine and compare it with the
custom search engine in the AR domains. The results showed that the AR search engine accessed the
right information about 42.33% faster and with a 34% better ranking.

Keywords: augmented reality; ontology; information retrieval; clustering

1. Introduction

Augmented reality (AR) combines digital information (such as texts, images, videos,
and 3D models) with the real world [1–4]. AR—as a future user interface—plays a sig-
nificant role in supporting both consumers and industrial applications. In recent years,
the primary demands for AR solutions have come from professionals and enterprises.
Several studies have shown growing trends in the research and development (R&D) of AR
technology in various applications, e.g., learning [5], health [6,7], tourism [8], and manu-
facturing [9]. The growth rate of the global AR market is forecasted at 40.29% between
2018 and 2023; thus, the European Union introduced it as one of the nine key enabling
technologies in Industry 4.0 [1,10]. The growing trends in research and enterprise AR
applications indicate that the number of AR information sources and users (researchers,
craftsmen, and managers) who search for AR information in various fields is increasing
on the world wide web (web). Therefore, it is essential to develop a specific information
retrieval method that enhances the accuracy of retrieving AR documents and, likewise,
Google Images, which enhances the accuracy of retrieving image content. Semantic infor-
mation retrieval techniques and rankings are efficient approaches in this regard since they
can understand AR concepts.
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There is some research on using ontology to enhance AR development or on the basic
concepts of AR, but there is no comprehensive ontology of the basic concepts of AR that can
be utilized for the semantic ranking of AR documents on the web. Djordjevic et al. [11,12]
developed an ontology for AR application code generation and semantic annotations of
building information models. The proposed ontology was limited to the field of build-
ing information and did not cover all of the tracking, software, hardware, and interface
approaches in AR technology. Hervás et al. [13] defined AR device, user, environment,
and service ontologies for personalization visualization. The device and service parts of the
ontology do not include specific AR devices and software, such as head-mounted displays
and authoring tools. Eckertz et al. [14] developed an ontology-based machine-readable
knowledge base to formalize AR knowledge containing AR device specifications, technical
and functional components, ambient factors, experiences, and application knowledge.
Evangelista et al. [1] classified the basic concepts of AR into display devices, tracking
systems, user interaction systems, and applications. However, they did not provide an
ontology based on the classified concepts.

Semantic information retrieval methods have been developed in several studies. Meth-
ods that have been developed in previous studies for semantic information retrieval include
the following: semantic annotation [15] combining fuzzy rough sets, intelligence Latent
Dirichlet Allocation (LDA), and ontology [16]; an integrated framework that includes a
query expansion method, machine learning-based classification method, and semantic
clustering for personalization of e-commerce [17], an LDA-based-DBSCAN algorithm for
technical cards recording information on assembly problems [18]; a combination of the
term frequency-inverse document frequency (TF-IDF) weighting method, LDA, and the
k-means clustering algorithm [19,20]; machine learning-based classification methods [21];
semantic similarity and the single pass clustering (SPC) algorithm [22]; an ontology-based
k-means clustering algorithm [23–25]; and ontology-based semantic similarity for cultural
heritage [26]. Various methods for semantic information retrieval have been developed,
but none have been applied to the AR domain.

In this paper, we developed an AR search engine based on a semantic information
retrieval method in the AR domain to perform effective information retrieval from web
documents. The proposed method enables users to obtain more relevant results for their
search queries in different groups and obtain results very quickly in the AR domain.
This research was conducted in three main steps. First, we propose an AR ontology
for calculating relevance scores in semantic information retrieval by reviewing key AR
concepts, such as software, hardware, tracking, interaction, and interface. Second, we
propose semantic information retrieval based on the AR ontology and clustering method
to conduct semantic analysis on web documents, retrieve syntactically and semantically
relevant information from them, and cluster them according to the AR concepts. According
to [27], this is a query result clustering problem, which is conducted to the information
retrieval accuracy. Third, we evaluate the proposed approach by comparing it with the
Google search engine using two evaluation metrics: time completion and mean reciprocal
rank (MRR). The main advantages of the proposed approach are faster retrieval times and
semantic retrieval with the hierarchical inheritance of ontology. The main contributions
of this research are listed as follows: 1—we introduce an AR ontology to cluster AR
web documents into AR topics; 2—we develop an ontology-based clustering method for
information retrieval systems; and 3—we prove that the AR search engine (based on the
proposed semantic information retrieval method) outperformed the custom search engine
through a user study.

The remainder of the paper is organized as follows. In Section 2, we propose the
AR ontology as well as the superclasses, subclasses, and relationships according to the
AR concepts, which will be used for semantic information retrieval in the AR domain.
Section 3 describes the proposed methodology, which is based on the k-means clustering
algorithm concept-based vector space model and TF-IDF approaches for the AR search en-
gine. Section 4 explains the design of an experimental study that evaluates the performance
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of the proposed approach for semantic information retrieval in the AR domain. Section 5
presents snapshots of the proposed AR search engine and the evaluation results obtained
by comparing it with the results of the Google search engine in the AR domain. Section 6
concludes the research and provides future work.

2. AR Ontology
2.1. Development Procedure

Since the 1990s, there have been various approaches to ontology development [28].
We applied the methodology approach proposed by Zheng et al. [29] for building the AR
ontology. The AR ontology is built in four steps using the following approach: specification,
knowledge acquisition/conceptualization, implementation, and evaluation.

AR ontology specification. Ontology specification is the first step of the ontology de-
velopment procedure, in order to determine the AR ontology scope and purpose, intended
users, and requirements of the ontology [29]. The purpose of AR ontology is to offer an
organized representation of augmented reality concepts to support semantic information
retrieval from web documents, which is a shared reusable representation of the AR con-
ceptualization. The scope of AR ontology involves the representation of AR and entities
related to AR development for various applications according to the AR definition and
characteristics. The end users of AR ontologies are developers, researchers, stakeholders,
and relevant authorities. The developers can directly use AR ontology to develop various
applications, including search engines and AR information retrieval. Other end users can
indirectly use the ontology through software and applications that are developed based
on it.

The widely accepted definition of AR was proposed by Azuma [30]; it involves a
ubiquitous user interface with three characteristics aimed at visualizing digital/virtual
information that is directly registered in the real world [31,32]. The characteristics that AR
systems must satisfy the combining real and virtual worlds, including interactions in real-
time, and registering in 3D [30]. Azuma’s AR definition requires specific hardware/devices,
spatial registrations, and interactivities. The virtual information must be precisely aligned
with the real world, which is handled by the tracking system by dynamically determining its
spatial properties [1]. The intuitive interactions between the user and virtual information
are created through an appropriate user [33]. Finally, the software that will make the
hardware perform what AR systems need to do, regardless of the hardware platform [34].

Knowledge acquisition and conceptualization. This step involves reviewing rele-
vant knowledge regarding AR technology concepts as they are retrieved through search
engines for AR system development in various applications. Relevant knowledge of AR
ontology is obtained from existing ontologies and previous studies. Existing ontologies that
have been developed in the AR domain can be found in work by Djordjevic et al. [11,12],
Hervás et al. [13], and Eckertz et al. [14]. Existing ontologies have not covered all AR
concepts, i.e., they are mostly developed for specific applications. Therefore, studies that
have focused on AR concepts were used to develop AR ontologies, including Evangelista
et al. [1]. After collecting knowledge from the existing ontologies and relevant studies,
the relevant terms were listed to define class hierarchies, class properties, and individuals.
The existing ontologies and AR concepts were used to develop a new hierarchy for AR
ontologies, and no links were created to the existing ontologies. According to the AR defini-
tion, we defined five superclasses—hardware, software, interaction, tracking, and interface.
The relevant classes are defined as the subclasses for the superclasses with the SubClass Of
property. Figure 1 depicts the main classes of AR ontology based on the concepts.

AR ontology implementation. The AR ontology was implemented in the Protégé
software in the OWL format. The OWL file was utilized in the semantic information
retrieval process to develop the AR search engine. The OWL, which includes classes, object
properties, and data properties [29], is used to cluster web AR documents. The next section
describes how AR ontology is used in AR document clustering.
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Figure 1. AR ontology.

AR ontology evaluation. Several approaches have been proposed for ontology evalu-
ation [29]. We apply task-based or application-based evaluation approaches to evaluate the
AR ontology. This approach evaluates the ontology’s performance within the context of the
application by measuring its competency to complete targeted tasks [35]. We evaluate the
AR ontology in the semantic information retrieval system.

2.2. Ontology Classes and Individuals

This section explains the classes, subclasses, and individuals of the AR ontology in
detail. The software is related to creating and using an augmented reality system that
might be used directly in the AR application, creating the AR application, or providing
content for the AR application, among other things [34]. We divide the software into two
main classes (Figure 2): authoring tools and developing tools. Authoring tools enable users
with non-programming backgrounds to create virtual content in AR [36–39]. There are a
number of various types of AR authoring tools that can be used to create augmented reality
experiences. One tool is the Designers AR Toolkit (DART) [40]. DART was specially created
for designers, allowing them to develop AR applications quickly via tools that they are
familiar with [37]. Development tools contain software development kits (SDKs), game
engines, design/modeling software [41], languages, and libraries. The AR SDK is a set of
development tools that provides a variety of functionalities, including AR recognition, AR
tracking, and AR content rendering [42]. The SDK reduces the integration and development
time for software professionals [43]. Vuforia, Wikitude, ARCore, and ARToolkit are samples
of AR SDKs that are widely used to develop AR applications. Vuforia engine’s recognition
and tracking features can support different types of targets, both 2D and 3D. The Vuforia
SDK supports both Android and iOS platforms. Horizontal surfaces, such as floors and
tabletops, can also be detected and tracked [43]. The game engine, by providing an
integrated AR framework, can interact with AR sensors and displays. The information
that will be sent to the renderer in order to generate the signals for the display device is
generated by the game engine, such as the unity development tool. The key feature of the
game engine is to provide a simulation loop supporting user interaction [42].

Figure 3 shows the AR hardware classes and their individuals. The main AR devices
are displays and input devices [33]. Displays deliver signals to our senses of sight, touch,
hearing, and smell, as well as taste in some cases [34]. Therefore, visual and non-visual
displays are both involved in the display class. Non-visual displays include audio, haptic,
olfactory, and gustatory displays [31,34]. The basic function of a visual display is to
generate light signals that our eyes interpret as visual imagery [34]. In AR, there are four
types of visual displays: head-mounted displays (HMD)/head-attached display (HAD),
head-up display (HUD), handheld display, and spatial display. In addition to displays,
input devices help to realize an immersed environment, which enables the user to interact
with virtual content, including selecting, manipulating, and creating virtual content [44].
The Vive controller, gloves, pointing device, joystick, and touchpad are samples of the
input devices.
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Figure 2. AR software subclasses.

Figure 3. AR hardware subclasses.

An HMD that overlays both real and virtual images in the user’s view of the world
uses a device on the head or as part of a helmet [33]. Merging real and virtual images
can be accomplished by using either a video see-through or an optical see-through HMD
system [1]. The video see-through HMDs require two cameras and the processing of
both cameras to provide both the “real part” of the augmented scene and the virtual
objects with the unmatched resolution, while optical-see-through HMDs employ a half-
silver mirror technology to allow views of the real world to pass through the lens and
graphically overlay information to be reflected in the user’s eyes [33]. HUD is a method
of projecting information onto windscreens [45], which is widely used in vehicles. They
provide transparent screens that visualize information without requiring drivers to take
their eyes away from the road. This kind of display incorporates external environment
information into the windshield screen by allowing drivers to focus their attention in a new
way [46]. Handheld devices, such as smartphones, tablets, and PDAs, are small computing
devices that are equipped with panels of some sort to display on mobile projectors; AR users
can hold them in their hands [33,34]. They support mobile AR applications as they have
enough computational capability and their projectors are small and portable enough [34].
Finally, spatial displays enable users to experience AR without the need to wear or carry
a display by augmenting digital information onto physical objects. This type of display
supports the grouping of the users and collaboration between the users [33].
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The tracking class, which is one of the most significant classes of AR systems, contains
systems that execute virtual object registration in a real environment. The tracking systems
are aimed at precisely aligning virtual information with the real world in real time in
order to provide an engaging AR experience. As a result, the tracking system is utilized
to dynamically identify the spatial attributes (6DOF) of virtual entities (three components
for the position and three components for the orientation) in the real world [1,37]. There
have been a variety of methods for AR tracking, which are categorized into two main
categories according to [47]: marker-based and marker-less methods (Figure 4). Marker-
based methods rely on physical markers, such as tags and fiducial markers, to identify
objects in the real world. The markers should contain unique visual characteristics, such as
lots of corners and edges, which could be easily detected with computer vision techniques.
Marker-less methods have two subclasses: natural features and motion sensing. The former
includes tracking methods that employ computer vision and image processing techniques
to track the AR user based on the natural features that are easily detectable in a scene.
The latter are tracking methods that analyze the sensor data to estimate the camera’s
position and orientation.

Figure 4. AR tracking, interface, and interaction subclasses.

Finally, AR interfaces and interactions are two main classes in AR systems. AR inter-
faces apply various techniques to create intuitive interactions between the user and the
digital content [33]. The AR interfaces depend on the number and variety of information
inputs and outputs that enable users to interact with the AR systems [48]. Tangible AR
interfaces, collaborative AR interfaces, shared AR interfaces, haptic AR interfaces, natural
interfaces, and multi-modal interfaces are samples of AR interfaces [33,48]. According
to [48], the interaction methods include gesture recognition, facial recognition, speech
recognition, touching, and pointing and grabbing.

3. Ontology Based AR Information Retrieval

The traditional web crawler results in the fields of AR have scarcely met efficiency
and effectiveness performances, even when using an advanced document indexing ap-
proach because the amount of information available in AR fields is exponentially growing.
For instance, a user desires to find which AR SDKs are utilized in the field of agriculture,
but the user searches with dissimilar keywords, such as “AR in Agriculture”. Using the
search keywords alone, the crawlers deliver irrelevant results; instead, the crawlers should
categorize the results to highlight the results related to the AR SDKs that the user is inter-
ested in. Moreover, the user should search using several keywords to achieve the desired
results; categorizing the web crawler results into AR fields enables the user to obtain the
desired result in an efficient way.

The main goal of the AR search engine is to effectively analyze the user query in the
AR concepts with the least amount of effort and time. In order to integrate semantics into
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all-out web search tools, we enriched the existing tools with the proposed AR ontology in
the previous section. Figure 5 shows the methodology for an ontology-based AR search
engine. The proposed methodology consists of three steps: preprocessing, semantic vector
space modeling (SVSM), and clustering. In the preprocessing step, the user query and web
documents are analyzed to generate a clean and uniform format of data for the following
processes [49]. The second step is to represent AR documents as vectors according to the
concepts of AR ontology. The clustering step is to be performed by semantically clustering
all web documents into AR domains.

Figure 5. Methodology for an ontology-based AR search engine.

Preprocessing. This step is necessary to obtain efficient results [50]. The preprocessing
step is conducted to convert query and AR documents into a sequence of words using NLP
techniques including tokenization and stop-word removal. Tokenization is the process
of breaking down an input query and AR documents into sentences and then individual
words or terms. Stop-word lists are used to erase all non-informative terms.

Semantic Vector Space Model (SVSM). We use the semantic vector space model
(SVSM) in this step, in which an AR document Ai is represented by an N-dimensional
vector denoted by Ai = {wn, n = 1, . . . , N}, where N is the number of main concepts in
the AR ontology and wn is the weight of each concept. To create SVSM, we consider that an
ontology element, including a class or an individual, represents a concept in the AR domain.
The main concepts are the superclasses that are used to represent each AR document and
clustering. The vector of each document is created in three steps, adapted from [51]. First,
given a set of L AR documents denoted by D = {Ai, i− 1, . . . , L} that each one contains
M concepts {Cm, m = 1, . . . , M}, we create a two-dimensional (M× N) matrix for each
document, where each element of the matrix represents the weight wmn corresponding to
superclasses of seed concepts. Second, for each pair of the m and nconcepts, we calculate
wmn using the semantic similarity between the concepts denoted by smn and the TF-IDF
score of the mth concept denoted by tm. Figure 6 shows the matrix and the SVSM with
an example in the AR ontology domain. In the figure, C

′
n was used to represent the

main concepts.

wmn =
1
2
(tm + smn) (1)

Semantic similarity smn is determined as inversely proportional to the shortest dis-
tance dmn between concepts in the AR ontology. According to the ontology hierarchy,
the distance between two concepts is the number of links between them. For instance,
the distance between GPS and tracking is three. The lower the similarity score, the further
apart two concepts are in the AR ontology. Therefore, semantic similarity is mathematically
defined as:

smn =
1

dmn + 1
(2)
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Figure 6. Semantic Vector Space Model.

The TF-IDF score, tm, represents the importance of the concepts in each AR document,
Ai. In this research, the term frequency-inverse document frequency (TF-IDF) technique,
which examines the relationship between each concept in a collection of documents, is used
to give the concept weight. The technique extracts the keywords from the collection
of documents in several steps, including computing similarities among documents and
determining the search ranks. The TF reflects the importance of a concept in a document by
measuring the occurrence of the concept; a high value of TF means the high importance of
the concept in the document. The importance of a concept across a collection of documents
is measured by IDF, which is the inverse of how many times the concept appears [19].

tm,Ai = TF(Cm, Ai) · IDF(Cm) (3)

TF(Cm, Ai) =
fm,Ai

L
(4)

IDF(Cm) = log
L

|Ai ∈ D : Cm ∈ Ai|
(5)

where fm,Ai represents the number of times the concept Cm appears in the AR document Ai
and |Ai ∈ D : Cm ∈ Ai| represents the number of AR documents in which the concept Cm
appears. After creating the matrix in the second step, we can complete SVSM for each AR
document by taking the maximum weight for a given superclass in the third step.

wn = arg max
m

(wmn) (6)

Clustering. Clustering, in which similar terms extracted from the documents are
grouped to create clusters, is a kind of text-mining process [52,53]. In this step, we use
k-means clustering to cluster AR document vectors to display information retrieval results
in clusters. The k-means algorithm is one of the most widely used unsupervised learning
algorithms with the following objective function that should be minimized during the
iterative process through necessary conditions [54].

J(z, B) =
L

∑
i=1

K

∑
k=1

zik||Ai − bk||2 (7)

where J(z, B) is the objective function, B = {bk} is the K cluster centers, and zik ∈ 0, 1 is a
binary value, which is 1 if Ai belongs to k-th cluster. In the classical K-means algorithm,
||Ai − bk||2 is the Euclidean distance between the AR document Ai and the cluster center
bk. As we develop the k-means algorithm for the clustering AR document, we use cosine
distance, which provides better results when finding text similarities [55]. By assuming
two documents in D, (Ap ∈ D and Aq ∈ D, in which p and q are the indexes of the docu-
ments), the cosine distance between two AR documents is calculated using the following
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formula. wp
n and wq

n are the weights that are obtained for the main concept Cn
′

for the Ap
and Aq documents, respectively.

dpq = 1− similarity(Ap, Aq) (8)

similarity(Ap, Aq) =
∑N

n=1 wp
n × wq

n√
∑N

n=1(w
p
n)2 ×

√
∑N

n=1(w
q
n)2

(9)

4. Experimental Design

We designed an experimental study in order to evaluate the proposed AR search
engine to facilitate access to the desired information in various AR domains. It was
expected that the AR search engine would improve the performance of searching in the
AR domains with the least amount of effort and time because it provides a simpler and
more efficient tool to obtain the essential information for any users with minimal search
keywords. In the experimental study, we compared the results of the Google search engine
as a custom search with those of the AR search engine as an AR search in the AR domain.
Two evaluation metrics are employed to compare the results: task completion time and
mean reciprocal rank (MRR). The task completion time measures the efficiency of the
engine, which means the total time that participants require to find the desired results in
searching. The MRR measures the mean of the multiplicative inverse of the correct result’s
rank in the engine’s output sorted list of results [56]. In our experimental study, it means
how many results the participants check until they obtain the desired result. It calculates
using Equation (10) in which |Q| is the number of searches, q is the index of the search,
and rankq represents the rank position of the first correct result for the qth search.

MRR =
1
|Q|

|Q|

∑
q=1

1
rankq

(10)

For the experimental study, the population group consisted of 30 participants. The participants
were asked to search for three topics using both the custom search and the AR search.
The experimental study was carried out in four steps: (i) the participants were given
explanations of the AR search engine and the evaluation scenarios; (ii) three topics were
searched using three sets of keywords via both engines. We asked the participants to select
three sets of keywords to search for on both engines. The query keywords should be simple,
with a maximum of five keywords; (iii) the completion time and the rank of the desired
result were written in the designed forms. We used a timer to measure the duration from
when the user started to type the query keywords to when the user found the desired result.
After the user found the desired result, we checked the rank of the result in the list of results
for each query. For the AR search engine, the rank of the desired result in the cluster was
used; and (iv) interviews were held with the participants to obtain their feedback on the
AR search engine.

We utilized the flask framework to develop a web-based AR engine, the Protégé
software for implementing the AR ontology, and other Python libraries, including Owlready
to create the interaction between the engine and the AR ontology, and googleapiclient,
which is a library used to access the Custom Search JSON API to retrieve and display
search results from the Google engine. The googleapiclient returns the document links that
correspond to the user’s query. The links were used to crawl document pages to obtain
the document’s text and title using the BeautifulSoup library. It should be noted that we
retrieved 100 documents using the google API for each query. Algorithm 1 shows the
pseudocode of the proposed methodology for the AR search engine. Flask is a model view
controller (MVC) framework for the Python language. It is a light framework that contains
a library and a collection of codes for developing websites without requiring them to do
everything from scratch [57]. The flask is used to develop a RESTFUL service to execute
the semantic information retrieval for the search engine.
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Algorithm 1: Semantic information retrieval for AR search engine.
Input: qu: User query

C
′
: list of main concepts

Ont: AR ontology
Output: result: Classified documents

1 DOC = getRDocuments(qu) #using the google API: googleapiclient
2 foreach doc ∈ DOC do
3 link = getDocLink(doc)
4 text = crawlDocPage(link) #
5 words = preprocessing (text)
6 matrix = generateMatrix (words, Ont, C

′
)

7 {wn} = getSVSM (matrix)
8 A = {wn}
9 D.add(A)

10 result = kMeanClustering(D)

5. Results
5.1. Overview of the AR Search Engine

Figure 7 shows a snapshot of the AR ontology that was developed in the Protégé
software. The left panel shows the class hierarchy of the AR ontology, which contains
superclasses and subclasses. As the figure shows, 32 classes and 112 individuals were
implemented for the AR ontology. The right panel visualizes the relationships, including
subclass, individual, and equivalence, between ontology classes and their individuals using
the OntoGraf plug-in.

(a)

(b) (c)
Figure 7. Visualization of the AR ontology classes and individuals in Protégé. (a) Entire. (b) Authoring
tools. (c) Tracking.

Figures 8 and 9 show snapshots of web pages of the developed AR search engine using
the Flask framework. Figure 8a is the main page that enables users to search in AR domains
by typing keywords in the developed box. On this page, there are two options: the custom
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search and the AR search. It should be noted that participants do not need to add the
AR term as a search keyword in the developed engine. Figure 8b illustrates the page for
visualizing the custom search results in an ordered list. This page, similar to the result
page of the Google search engine, shows the results’ titles, short descriptions (sinpets),
and hyperlinks. Figure 9 depicts the page for visualizing the AR search results in some
clusters. This page contains two panels: the above panel for the clusters and the below
panel for the ordered list of the results in the selected cluster. On this page, the retrieved
results from the Google search engine are clustered according to the AR ontology for
enhancing the performance of retrieving and ranking information in the AR domains.
It should be noted that the k value that is fixed for all queries was considered five in the
user study. This value can be set by developers in the code.

(a) (b)
Figure 8. Samples of the interfaces of the developed AR search engine. (a) The AR Search Engine.
(b) The custom search.

Figure 9. The interface of the AR search.

5.2. Evaluation Results

The participants consisted of 21 females and 17 males, and their average age was
approximately 31 years. The participants, who were university students, were from dif-
ferent majors, including civil engineering, geo-informatics engineering, computer science
engineering, environmental science, art and graphic design, and agriculture education.
Among the participants, 14 participants were familiar with AR technology, and five of
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them used an AR application, at least briefly. In addition, five participants already had
experience searching for AR in their majors.

The evaluation findings are shown in Figures 10 and 11. We can realize from Figure 10
that the proposed approach, the AR search, outperformed the custom search in the AR
domain for all searches. The average completion time for the AR search was 4.21 min,
whereas the average completion time for the custom search was 7.30 min for all searches.
This means that the AR search takes 42.34% less time to complete the searching task and
find the desired result than the custom search. According to Figure 11, the AR search
achieved better performance in terms of MRR. The average value of the MRR for the AR
search was 0.83 while the average value of the MRR for the custom research was 0.63.
Therefore, the participants could find the desired results using the AR search, which was
approximately 32% lower rank than the custom search.

(a) (b)
Figure 10. Task completion time results. (a) AR search. (b) Custom search.

Figure 11. Performance comparison of the MRR metric.

We also compared the completion times between participants who used or were
familiar with AR (as group 1) and those who were not (as group 2). The results showed
group 1 spent less time than group 2 in both the AR search engine and the custom search
engine. The average time of group 1 is 8.2% less than that of group 2 in the AR search
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engine, while the average of group 1 is less than 26.3% than that of group 2 in the custom
search. Likewise, the average value of the MRR for group 1 outperformed the value for
group 2. The MRR value was 9.8% and 31.6% better for group 1 than group 2 in the AR
search and custom search, respectively. This might be because the participants (who were
familiar) used better keywords to obtain the desired result.

The participants’ concerns and expectations that were gathered through interviews
include the following: (1) It would be preferable to create an interface that is more user-
friendly to interact with. In other words, the interface could be designed, such as Google
Image, in which the image categories have a better design on top of the page. (2) The AR
search engine should be improved to consider the results that could be categorized into
several groups. According to some participants, some web documents contained various
AR concepts. (3) The ambiguity in web AR search queries. According to some participants,
the quality of the results of the AR search engine should be improved by determining
ambiguous queries automatically. As we used the Google API results, the ambiguity still
exists in the AR search engine results. For instance, environment is an ambiguous query
because the API returns the documents that contain AR environments while the user
intends to retrieve the AR applications in the natural environment. It is not clear what the
user intent is, which can be either an AR environment or a natural environment.

6. Conclusions and Future Works

This paper focused on developing semantic information retrieval in the AR domain
in order to access more precise information on the web. To this end, we propose an AR
ontology that contains the main concepts of AR, including hardware, software, tracking,
interaction, and interface. This ontology not only allows search engines to understand
AR concepts, but to cluster search results from AR domains into narrower and more
specific groups. Then, we developed the AR search engine based on the ontology-based
clustering method, which was developed in this research to analyze the user query and
manage the relevant AR documents given the proposed AR ontology. The proposed
clustering method is an integrated approach of the concept-based vector space model for
AR document modeling based on the AR ontology, the TF-IDF method for weighting the
concepts, and the K-means algorithm for clustering AR documents. The developed search
engine was evaluated using a user study to determine whether the proposed method
effectively enhances the results of the Google search engine in the AR domain.

The results show the better performance of the AR search engine compared to the
Google search engine. The AR search engine decreased the time and effort to find the
relevant AR documents for the user queries so the participants spent 42.33% less time than
the Google search engine. On the other hand, the score of the MRR-based metric revealed
that the AR search engine outperformed the Google search engine in the field of AR.
The average MRR value for the AR search engine was about 34% higher than the custom
search. Finally, the interviews indicated the positive effects of the proposed approach in
obtaining a high level of user satisfaction.

Although the proposed approach enhances information retrieval in the AR domain,
it can be improved further by considering future developments. Future research could
include a disambiguation approach for both syntactic and semantic ambiguities using the
proposed AR ontology. The ambiguity in the user queries and web documents created
challenges in retrieving accurate results. The AR ontology could be extended to involve
other AR concepts, including hand tracking, eye tracking, avatars, and the metaverse.
Another future task will be to define more class properties between the classes, such as
properties to indicate the relationship between tracking and interaction classes or the
relationship between software and hardware classes. In addition, automatic topic labeling
for the clusters using the proposed AR ontology can be developed for the search engine to
improve efficiency. More evaluations, including how different AR terms help to improve
the AR search engine using the ablation experiments, should be conducted to prove the AR
search engine’s functionalities.
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